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The evaluation of the spiral's resistance is done
Abstract—The design of integrated inductors on silicon has considering the physical (geometric) distributiofi the

become an important issue to decrease costs andsgeed up the  tracks on the chip and also the consequences ofkime
fabrication  of  telecommunication integrated  circuits.  otract [1]

Nevertheless, the formulae provided by the existintheory still . . .
do not show a good result in inductance predictionspecially if The capacitances to be considered are those derived

one figures that these inductances must fit the meared ones the S_uperposition of metals on different layers.eTh
through a wide band of very high frequency values. capacitances between nearby tracks on the samé lmeta
Electromagnetic simulation is an alternative to cop with this are not important, due to the low potential differes
problem, but if done in a non-ordered fashion, it vill demand a  exjstent between the tracks [1].

lot of computer processing time and will also reque a very The values obtained through the use of the formulae

skilled designer to select the inductors to be test from a large . . .
set of possible devices, due to the large amount wériables created using such considerations [2] [3] are ctest to

involved in the device’s specification. The purposef this work ~ those found in practical measurements, at least for
is to propose a methodology to perform electromagtie frequencies bellow 500 MHz and even higher, as Esthe
simulations in a systematic and automatic way. Oncénished dimensions of the inductor’'s outer radius are senatir
these electromagnetic simulations, the resulting ettrical equal to 15Qum. These formulae do not apply to productive
parameters are stored in a database that correlateshese design yet, since they demand a prior layout dégimiand

variables to the geometric specification of the inactors. In . . ,
order to reduce the computation time demanded by ®# a0 estimative of the conductor’s lengths, spacingisveen

electromagnetic simulations, the possibility of gesrating the  tracks, track’s widths and of distinct metal layers
electrical parameters database using neural netwokwas also superposition areas. To do so it will require sadditional
verified. effort, and it will have to be done manifolds, fifete is no
previous correlation evaluation between the elealri
parameters desired and the geometric specifications

The characteristics of the substrate circuit, ieheto the
spiral circuit are very much more complex. They mekinly
on the manufacturing process and on the inductomgéry,
l. INTRODUCTION affecting the circuit in such a complex way, whishquite
complex to model by generic equations. The quddittor
of the inductor is the most influenced variable the
substrate characteristics [1]. High quality factatues are
determinant to the successful design of many dscsuch
as filters and oscillators that require a very ctéle quality
factor [4]. They are also important to assure adgaiccuitry
rperformance regarding to the achievement of lowseaoi
levels.

The most effective and reliable existing technicoe
evaluate the behavior of both circuits (inductoirapand
g ;his work EV?OS tsr?p'goged :”UP?” b_ii C?EE'-',Comﬁﬂmafa”aense parasite substrate) is the electromagnetic sinauatilt
eRgr?wrgcl)a ngali/sct?ukew%rraks g\r/e(rlsén);Santﬁgan;éranaensémgia, models the splra}I CIrClj"t .and the '_nhe_rem conaecti
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N an integrated circuit the electrical parameteisessary

to model inductors are those related to the kjpidaictor
circuits and those related to the substrate parasituits
where this spiral is laid down.

There are many references [1] on the evaluaticgheo&elf
and mutual inductance, based on empirical spegifipose
developed equations and also on analytical equatio
derived from the electromagnetic theory [2].
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that it demands excessive computer processing dinceit TABLE |

still is not a practical design tool. This is a cept probably GEOMETRY TABLE VARIABLES

originated due to the fact that electromagneticufation -Yarable Type Unit
li h ial d hodol teh itleal - Spiral identification Integer None
applies the trial and error methodology to sea idea - Spiral construction technique (simple layegtring None

device design. The objective of this research igetafy the multiple layer in series, multiple layer in
possibility of doing the electromagnetic simulation an  parallel)

automatic and ordered way, taking advantage of ti adiusinscribing the spiral E';ﬁ:'ng um
powerful numerical methods that support it, whitlbves an number
accurate modeling of the spiral and substrate itércu - Number of sides of the spiral Integer None
simultaneous behavior. But to use this resourcetaice ~ SPacing between tracks of the spiral Oin'?oati”g Hm
auxiliary tools must be provided: Eumber

1) A fast electromagnetic simulator, created for paessi - Width of the spiral Floating pm
device simulation purpose, able to process teasfil E‘J‘r:tber

2) An inductor case editor program, able to genergteti _ gpiral number of turns Floating None
case simulation files, in simple text format, rdaldaby the point
electromagnetic simulator; number

3) A classifier and database generator program, able t
read and classify the output text files created thg
electromagnetic simulator. The database createdthisy Series Inductor in 2 layers, with 4 sides and 2 turns
program is the prime tool to be used in future e and
design of inductors;

4) A commercial database manager, or a specifically
developed version for such application, enablirayae and
gueries in the simulation database created.

Circumscribed
Radius

spacing
b “— Metal 1
layer

B. Tool Selection and Development

The program ASITIC (“Analysis and Simulation of
Inductors and Transformers for Integrated CirclifS] was
chosen for the electromagnetic simulation purpoBeis
choice was based on the fact that this program das
consistent theoretical background [6], that it taketo Fig. 1. Typical architecture of a multiple layerigs inductor.
consideration the effect of eddy currents in thestate and

A Metal 2
layer

also because it provides some specific powerfulroands TABLE Il
that ease the specification of special topologyators. It —— ELECTRICAL PARAMETER VARIABLES :
allows the simulation of flat inductors in one mdgyer, of ~aiable ____ Type Unit
. . . .. . - Spiral identification number Integer None
parallel inductors in multiple layers and of seffaluctors in _ simyated frequency Integer Haz
multiple layers. This program is also interestirecduse it - Q factor of the input terminal Floating None
allows batch file processing, and accepts inputspaavides point
i imple text file format. It does natnthnd number
OUtpUtS. In a S|mpg ext n : - Q factor of the output terminal Floating None
excessive computational resources. In fact, thgraro has point
versions designed to run in a personal computéng e . ) hei d ] f}umgﬁf N
LINUX operational system, that was used in thigerb - Qfactor between the input and output term'”"’;fiﬁt 9 one
The electromagnetic simulator input file editor gnam number

and also the electromagnetic simulator outputréleder and - Resistance between input and output terrninals atifig Q

classifier program were developed in Microsoft \dsBasic ﬁﬁ';tber
6.0 (a Microsoft registered product) programmingglaage. - inductance between input and output terminals  tiiga nH
Since the data were picked up and classified fioentext point
; i~ Qi number
files created _by the_ elect_romagnetlc_: sm_1ulator Bans of a Capacitance of the input terminal Floating oF
program written in Visual Basic, it was a nature point
consequence that the database manager chosen was number
commercial program ACCESS (a Microsoft registere Resistance of the input terminal F'O,a:'”g Q
product, also), which was amazingly fast in hargllthe Eﬁ'nr;ber
huge amount of data generated. - Capacitance of the output terminal Floating pF
point
number
C. Database specification and Device Selection - Resistance of the output terminal Floating Q
. . . . oint
The database created is a simple relational daabels 2u'mber
only two tables [7]. One of them contains the irglgtent - Resonant frequency evaluated Floating Hz
variables, related to the physical specification tbi pomtb
number

inductor, called table of geometries (see tabledl fig. 1).
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The other table contains the electrical

parametepoblem must be chosen.

calculated by the simulator and just one independen 2) The error convergence algorithm that gives thalker

variable, the frequency, which determines spewiicies for
the before mentioned electrical parameters (dse th.

residual error must be chosen.
3) The data used to train the network must be nomeeli

Once completed the database with the electromagnesind selected in a way that allows for an accuratevark

simulation data, it is an easy task to select @mvithat
accomplish the requirements of a specific desigrnypcal
application is, for example:

response [8].
As an example, for solving the problem of evaluatine
inductance, a feed-forward network with a five ingatry

“Select for a one layer square inductor all devisese was chosen (see fig. 2). Two hidden layers wereifipe,
external diameter is smaller or equal than 206 having because the problem is not linear, with 20 neusah. The
inductance values ranging between 5.0 and 5.2 n#i aautput was specified with just one variable. Thévaton
resonant frequency higher than 3.5 GHz.” functions of the hidden layers were chosen as Ingbier

Table Il shows the specification for the query aatlle tangent, and as pure linear for the output lay&e Thosen
IV shows part of the file generated, by listing thductors network is similar to networks used to solve Mavtigel
whose parameters satisfy these query specifications propagation equations applied to wave guides [9].

A good result obtained from this query is that léoa
offers a good evaluation of the inductor perforneafar the
range of frequencies simulated (see table 1V). Thi
evaluation is a very important decision tool, widwosing
a device to be employed for a wide frequency band.

20 neurons 20 neurons

i 0":\'
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spacing

TABLE llI o
QUERY SPECIFICATION A"'O»‘,v ind
Variable Search Criteria width 4 ““! () inductance
- Inductance between input and outpuk5.2 nH and 5.0 nH o of A
terminals

turns

- Radius inscribing the spiral radius< 200um

/ Output
Pure
linear

- Resonant frequency f >3.5 GHz
TABLE IV §O
PARTIAL VIEW OF THERESULT OF THESPECIFIEDQUERY 1sthidden 2nd hidden
. . L 1 L 1
Spiral Id. Radius  Freq. Induct.  Res. Freq. Oj;fjgﬁj“uj;‘fs Shompzefa;t:;;mg)
Number  (um) (MHZz) (nH) (GHz)
931 175 200 5.094 6.922
931 175 400 5.092 6.661 Fig. 2. Topology of the neural network.
931 175 600 5.120 6.408
931 175 800 5.118 6.360 : i :
931 175 1000 =114 6.580 Smce th.e'output of the network is limited to jusie
931 175 1200 5107 6.570 variable, distinct networks are necessary (at [8ptt create
931 175 1400 5.100 6.567 a searchable database (with data outputs of indceta
931 175 1600 5132 8.796 resonant frequency and quality factor).
1048 150 200 5.090 7.088 .
1048 150 400 5.080 6.882 To obtain the least mean squared error and albave a
1048 150 600 5.121 6.696 minimum computer processing time, the resilient kbac
1048 150 800 5.116 6.657 propagation method [10] was initially selected. Goo
1048 150 1000 5.121 6.584 ical | | btained with the Lb
1048 150 1200 5114 6.580 numerical resu t§ were also o ta!ne with the Lbeeg-
1048 150 1400 5.104 6.580 Marquardt algorithm, using a 5 input network, witho

hidden layers of 14 and 12 neurons each, and &esiegron
output layer, but simulation time and computer mgmo
m requirements were even higher [11].
' Input and target training data were subject to dine
Even considering these results as a very COmpis@a, normalization between 0.1 and 1.0 [8]. The dataewaiso
the strong effort demanded by the electromagnetigipiect to modal normalization [8], because inditof

simulations  (which require many days of computegifferent construction architectures were not eatd
simulation) arouse the point that it would be daslie ©0  through the same neural network.

create a database with an amount of data suitaipl¢his
design methodology, using computer techniques dbatot
demand so much processing time. The possibilityreting
such a database whose values could be estimatettays
of neural networks was investigated. The use ofraleu
networks implies the need to follow the proceduisted
bellow:

1) The topology of the neural network that best fhie t

NEURAL NETWORK EVALUATION

IV. RESULTS

Simulations were performed for a set of 1375 square
inductors, through a frequency band from 0.2 toGHx. A
typical individual performance of a device in tfiisquency
band, evaluated through the electromagnetic simuland
the neural network method is shown in fig. 3.

The simulations shown in fig. 4 to 8 show instanoés
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approximately 33 inductors per figure, simulateztrr0.2 to
3.0 GHz in steps of 200 MHz (each saw-tooth is rdwult
for an inductor). Successive saw-teeth are theltsesi
inductance evaluation for inductors whose desigmaites

are changed following a previously established orde

spiral’s number of turns is varied first, spacingtvizeen
tracks is varied next, followed by the track’s vkidand,
finally, the length of the radius that circumscebéhe
inductor. One can think that the horizontal axgbdled as
“number of the simulation”) has effectively five nebles:
frequency, number of turns, spacing width, tracHtiviand
circumscribed radius. The frequency assumes vahisea
periodic function, the number of turns assumeseslin an
order suitable to represent a spiral that becorodievi the
spacing width and the track width assume progrebsiv
wider values, and the circumscribed radius assurakges
to represent a shrinking spiral. The first industof figure 4
are inscribed in a 30Qum circumference and the last
inductors of figure 8 in a 5Qm circumference. One of the
curves (plotted using the thick line) contains ttadues of
inductance obtained with the electromagnetic sitrarafor
a set of 20625 input data vectors. The other c(plated
using the thin line) has the inductances evaludtgdhe
neural network for the same set. The weights aaddsi of
the neural network were estimated using a reducading
set of 6875 vectors.

There is a fairly good approximation between theults
generated through the neural network and thoseinsota
using electromagnetic simulation, for inductanceghér
than 2 nH, inscribed in big radiuses. It can barjeseen
(fig. 4 to 6) that the frequency response for theural
network approximates the results for the electramtg
simulation well, for big and medium inductors whitlay be
of no practical use, due to the great variation tloé
inductance that can also be verified in the frequelange,
specially for devices with a big number of turns.

For inductances of smaller values, inscribed
circumferences of smaller radiuses (fig. 7 andh®) teural
network approximation has higher relative errorsvds also
verified that in this case results could be imprbygving
special attention to the training of the netwotkislpossible
to reduce the relative deviation of inductance $onall
inductors inscribed in small radiuses, when randaw
permutation of the data and target matrix is penfxt
simultaneously before running each epoch (an epsch
single training session, using the whole trainieg),swhile
training the network. It has also been noticedghsly better
frequency response performance. Fig. 7 to 8 disihay
results achieved in the simulations of small indtgtvith no
special care given to the randomization of thening data
input sequence. Fig. 9 to 10 show the improved lteesu
obtained with the randomization of this data inpefjuence,
before each epoch. These last results were obtasiad the
Levenberg-Marquardt algorithm, that takes a lotahputer
processing time and needs large computer memoiy.fact
has imposed limits to the trials with the Levenber
Marquardt algorithm to networks of 5x14x12x1 newramd
training sets of 6875 vectors.
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Electromagnetic Simulation X Neural Network Evaluation for one Inductor of the Database
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Fig. 3. Typical individual performance of an indarcfor a frequency band
from 0.2 to 3.0 GHz.

LM Algorithm - $x14x12x1 Hetwork - Simulations from 1 to 500 - Comparison betwen Heural Hetworks and
Electromagnetic Simulation
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Fig. 4. There are no conflicts between the resaftelectromagnetic
simulation and neural network evaluation for biguntors. Unfortunately
such inductors may be of no practical use, dueht® dreat range of
variation of the inductance value in frequency.
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LM Algorithm -5x14x12x1 Network - Simulations from 5000 to §500 - Comparison betwenn
Neural Networks and Electromagnetic Simulation

—— NN Inductance ====ES Inductance

0,0

1500

10,00

Inductance (nH)

!
UU

3

I
=]
8

[afu]

381 451

Number of the Simulation

Fig. 5. The conflicts between the results of eteoagnetic simulation and
neural network simulation become visible. For sanaictors it is possible
to recognize that neural networks underestimatepéméormance of the

Odevices at high frequencies. Resonant behavidffisult to capture by the

neural network too.
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LM Algorithm - 5x14x12x1 Network- Simulations from 10141 to 10641 - Comparison between
Neural Networks and Electromagnetic Simulation
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LM Algorithm - 5x14x12x1 Network - Simulations from 15000 a 16500 - Comparison between
Neural Networks and Electromagnetic Simulation
NN training dene with Data and Target Matrices Initialized at Random Rows each Epoch
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Fig. 6. Some conflicts between the results oftedecagnetic simulation
and neural network evaluation can be noticed. Aleolvalues of
inductances at low frequencies are evaluated watbdgprecision by the
neural network.

LM Algorithm - 5x14x12x1 Network - Simulations from 15000 to 15500 - Comparison between
Neural Networks and Electromagnetic Simulation

— NN Inductance ===ES Inductance

500

400 i l
300 &

Inductances (nH)

2,00 =

100

<
o

EE
EE

201 25 401

3%1

Number of the Simulation

451 01

-1.00

Fig. 7. More conflicts between the results of thkctromagnetic
simulation and the neural network approximation fbe frequency
response curve. Absolute values of inductances oat frequencies
calculated by the neural network still offer a gq@odcision.
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Fig. 8. There is almost no correlation between thsults of the
electromagnetic solution and the neural networksfoall inductors. Even
inductances at low frequencies do not match elewgmetic simulation
values any more.
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Fig. 9. Results from the neural network methodsodering a network
trained with a special randomizing algorithm of #rgry and target data. A
careful comparison to fig. 7 shows a slightly betperformance for
inductance module prediction. It is difficult todjge on any improvement
regarding the frequency performance, but a caegfalysis also shows that
the lower values of L, at high frequencies, are swtlose to zero as they
were in fig. 7.

LM Algorithm - 5x14x12x1 Network- Simulations from 20000 to 20500 - Comparison between
Neural Networks and Electromagnetic Simulation
NN training done with Data and Target Matrices Initialized at Random Rows each Epoch
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Fig. 10. This figure was also obtained for the rakunetwork method
considering a special randomizing algorithm of éméry and target data.
A comparison to fig. 8 shows a much better perforoeafor inductance
prediction and frequency response.

Special care must be given to the analysis of fraqu
performance. Figure 11 illustrates that an incaests

frequency response may jeopardize the choice of an

inductor. Inductors numbers 808, 13, 698 and 7@i3fgaa
qguery condition that selects devices with inductairc the
range between 4.0 nH and 4.4 nH, quality factohdigor
equal to 2 and resonant frequency higher than 412.G
Nevertheless, inductor number 698 is the uniquécdethat
holds the condition of having the inductance vallieged
as specified, for the frequency range between 6z lsind
3.0 GHz. Inductors 808 and 13 assume values hitjtzer
4.4 for frequencies above 1.5 GHz, and inductorbem703
assumes values lower than 4.0 nH for frequenciesea.0
GHz.
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(3]

Freguency Performance Comparison between Inductors Selected in the Database

— =Inductor 13 ———Inductor 693 = = =Inductor 808 Inductor 703

=
n

[4]
- AS " -------- /
Ty / [5]
s.loon
v
Y A CACACA 7 A —F— [6]
: I IANNNANAAN]
[7]
8 058 080 093 105 118 1,30 143 155 158 180 133 205 2,18 230 243 280 [8]
Frequencies (GHz)
Fig. 11. A bad frequency response may jeopardieedsult of a query. An [9]
inductor can be excluded in the selection prodéssdoes not fulfill the
expected frequency response. Electromagnetic siionlatill is the best
evaluation tool for this analysis. [10]
V. CONCLUSIONS
[11]

The design of integrated inductors using pre-setbct
inductors from a database is an effective and biglia
technique that pays off the investment on human and
computer resources, if there is the objective ahgighe
database often.

Reliable databases can be obtained using datalai@idu
by electromagnetic simulation. The drawback is lieg
computer simulation time demanded.

An alternative method that builds up a datasetutated
by means of neural networks, trained using smadkets
obtained from electromagnetic simulation was suidigut
the imperfect accuracy obtained in inductance exaln,
specially its frequency response, still does nacbmemend
the use of this technique. Nevertheless the resbitained
for big, medium and even small size inductors slioa¥ it
may be possible to obtain better results with teahnique,
if it is employed with an additional theoreticaffinement
(which implies using the Levenberg-Marquardt altfon),
with practical knowledge (which implies in carefdhta
normalization, outlying values disposal and appeipr
sequence of instances submitted to the neural netab
training time) and with appropriate computer resesr
(which implies in larger computer memory resoureesi
faster processors).
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